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Abstract. Virtual envirorments (VE) are increasingly used for te&ork training
purposes, e.g., fanedical teans. One shortaming is lack of support for nonverbal
communication channels, essential for nesork. "e address this issue by using
an inexpensive weboato track the user's head and using that data for controlling
avatar headnovement, thereby conveying head gestures and adding a nonverbal
communication channel. In addition, navigation and orientatigthin the virtual
envirorment is smpli®ed. "e present the design and evaluation of anslation
framework based on a gae engine and conster-level hardware and the results of
two user studies showingireng other results, amiprovement in the usability of
the VE and in the perceived quality of realisand canmunication within the VE

by using head tracking avatar and view control.
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Introduction

In recent years, virtual enviroments (VES) have beoee increasingly popular due to
technological advances in graphics and user interfaces [$]. One @hdhg valuable
uses of VEs is teawork training. Themembers of a tem can be located wherever it
is most convenient for tha (e.g., at hane) and solve a miulated task in the VE col-
laboratively, without physically having to travel to amoon simulation facility. Med-
ical schools have reali%ed this advantage and, fon@&acreatednedical smulations
within Second ife [&,*].

Communication is a vital aspect of temvork, and failure of coonmunication can lead
to critical or even lethal events, not only imedicine [+]. An ideal VE would therefore
facilitate all conmunication channels that exist in reality / verbal as well as non-verbal.
Due to technical hnitations, this is not possible, and therefore, existintpownication
in VEs is currentlymostly limited to voice. Other channels like text chat, avatar body
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ilure". Examples of the user controlling the heagvement of the avatar by physical heawvement.

gestures, and facial expressions have to be contrati@aually and thus do not redect
the real-tme canmunicative behavior of the user, especially unconscious behavior.

Analysis of canmunication inmedical teanwork has shown that nonverbal roce
munication cues like gesture, touch, body position, and ga@oequally mportant to
verbal canmunication in the analysis of the teeinteractions [1]. VEs that do not con-
sider those nonverbal channels are likely to render timenaanication anong the tem
members less ef®cient than it would be in reality.

Additional disadvantages of existing VE-based solutions araptex user inter-
faces, e.g., in Second ife, that require the user to learn ®rst how to usenthtasir,
before actually being able to participate imsiations [3]. Canplex menus or a list of
keystrokesmake it dif®cult to operate the VE and the user constantly has to translate a
desired action or gesture into a correspondimgsemovement or the push of a button.
Speci®cally aamera control can pose a probieespecially for users that are nobféiar
with computer ganes.

In this paper, we describe the design amgliementation of an inexpensive VE for
training collaborative tasks, speci®cathgdical tasks. "e then propose an extension of
the VE by canera-based head tracking to increase tharBoonication bandwidth6 and
the ease of use. This extension does not requiremplex and expensive specialmara
[ any custamer-level webce is suf®cient.

Head trackingneasures the position and the orientation of the user's head relative
to the canera and the screen. The rotational tracking infation can be used to control
the head rotation of the user's avatar. That way, other users in the VE can see rotational
headmovement identical to thenovement actually perfaned physically by the user,
like nodding, shaking, or rolling of the head (see Figure 1).

The translational tracking infaration can be used to control the view 5into6 the VE.
This so called Head Coupled 7erspective (HC7) enables intuitive control, like peeking
around corners bgnoving the head sideways, or %wag in by simply moving the head
closer to themonitor (see Figure 3). The use of head tracking infation has therefore
the potential to snplify the usage of a VE by replacing non-intuitivenual view control
by intuitive motion-based view control. Thisakes it unnecessary for the user to learn
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ilure '.  The functional blocks of the siulation franework. Blocksmarked with a thick border have been
developed speci®cally for this project.

oo Training Scenario

moving closer to the screen allows for 5% in6 on objects, e.g., to inspect thén
more detail (see Figure 3). Using arobination of thesenovements, the user can look
at or around objects in an intuitive way by using physicaldwavement as in real life.
Furthemore, this contromechanis, called head-coupled perspective (HC7), frees up
the hands which can then be used to, e.g., contmlilsited surgical instments like
endoscopes.

"e conducted user studies tmeasure the effect and usability of HC7 for controlling
the view of a VE, canparingmanual control by keyboard amdouse with HC7 [=]. The
results are presented in the next section.

Second, the rotational inforation of the tracking data is used by thexgaengine to
control the head rotation of the user's avatar (see Figure 1). This rotation data mitrans
ted over the network to all clients that are connected to tmelsition server, allowing
all other users of the training scenario to see each others'meaement in real-tme.

This rotational infomation replicated on all clients opens up an additional channel
for nonverbal conmunication cues. Verbahessages like confation or rejection can
now be enphasi%ed by nodding or shaking of the head. Fumthrey, this data, together
with all interactions,movements, and verbal eomunication, can be recorded on the
simulation server and analy%ed during thentgark debrie®ng phase.

An additional advantage of o@ra-based avatar control is that the user does not need
to be aware of those nonverbalmemunication cues in order to, e.g., trigger any avatar
animationsmanually. VEs which usenanual canmand input for avatar control, e.g., by
menus or keyboard shortcuts, force the user to constantly be aware of his or her nonverbal
expressions. This puts additional workload on the user, distractingtfre task at hand.
Alternatively, if the user does not use this functionality because of the increased cognitive
load, the avatars in the training scenarimaén sterile and motionless.
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ilure (. View of the Virtual Enviromment running our snpli®ed surgical teawork training scenario.

Our canera-tracking franework also allows for the inclusion of eye ga%e and facial
expressions, addingiore canmunication channels to thersulation. Even with rela-
tively inexpensive webgas, it is possible to track the point that the user is looking at on
the screen. This can be projected into the VE, calculating the point and the object that the
user is looking at and in turmodifying the avatar's eye ga%e to look at theesgoint.

This enables other participants to get a better idea of what the otmerctdkeagues are
looking at. This also includes eye contact in face-to-face conversations, where a slight
shift in the ga%might signali%e full attention to the speaker or distradiipaanething

going on in the background.

Facial expressions can also b®pped onto the avatars, meunicating sniling,
frowning, raised eyebrows, and othen@ions and expressions.

To analy%e the effect of adding head rotation to the VE on users and thwuotda
we conducted a study with 3= participants working on ateark task with and without
the use of camera-based head tracking [;] (See Figure *). The results of this study are
also summari%ed in the next section.

#. )esu&ts

The experninental data and user feedbackrfr@ur ®rst study, focusing on HC7, lead to
the following results, doauented in full detail in [=]:

Users were able to control their view of the VE with thergaprecision using
HC7 campared tomanual control bymouse and keyboard.

Using HC7, it took the participants slightly longer on average to perfaewing
tasks conpared tomanual control. However, participants with little or no experi-
ence with conputer ganes were signi®cantly faster than wittanual control.

The participants stated that HC7 wam®re intuitive to use thamanual control
and improved their &D perception of the VE and their feelingrofriersion.

The results of our study about the effect ofreaa-controlled avatars and H7C on
a teanwork training scenario can be sunari%ed as follows (see paper [$] foore
details):









