
Design and Evaluation of a
Medical Teamwork Training Simulator

using Consumer- evel Equipment

Stefan MARKSa,1, !ohn A. "INDSOR b, and Burkhard "#NSCHE a,!

a Department of Computer Science, Faculty of Science
b Department of Surgery, Faculty of Medicine and Health Sciences,

 he University of !uc"land, Ne# $ealand

Abstract. Virtual environments (VE) are increasingly used for teamwork training
purposes, e.g., formedical teams. One shortcoming is lack of support for nonverbal
communication channels, essential for teamwork. "e address this issue by using
an inexpensive webcam to track the user's head and using that data for controlling
avatar headmovement, thereby conveying head gestures and adding a nonverbal
communication channel. In addition, navigation and orientation within the virtual
environment is simpli®ed. "e present the design and evaluation of a simulation
framework based on a game engine and consumer-level hardware and the results of
two user studies showing, among other results, an improvement in the usability of
the VE and in the perceived quality of realism and communication within the VE
by using head tracking avatar and view control.
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Introduction

In recent years, virtual environments (VEs) have become increasingly popular due to
technological advances in graphics and user interfaces [$]. One of themany valuable
uses of VEs is teamwork training. Themembers of a team can be located wherever it
is most convenient for them (e.g., at home) and solve a simulated task in the VE col-
laboratively, without physically having to travel to a common simulation facility. Med-
ical schools have reali%ed this advantage and, for example, createdmedical simulations
within Second  ife [&,*].

Communication is a vital aspect of teamwork, and failure of communication can lead
to critical or even lethal events, not only inmedicine [+]. An ideal VE would therefore
facilitate all communication channels that exist in reality / verbal as well as non-verbal.
Due to technical limitations, this is not possible, and therefore, existing communication
in VEs is currentlymostly limited to voice. Other channels like text chat, avatar body
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 i!ure ". Examples of the user controlling the headmovement of the avatar by physical headmovement.

gestures, and facial expressions have to be controlledmanually and thus do not re4ect
the real-time communicative behavior of the user, especially unconscious behavior.

Analysis of communication inmedical teamwork has shown that nonverbal com-
munication cues like gesture, touch, body position, and ga%eare equally important to
verbal communication in the analysis of the team interactions [1]. VEs that do not con-
sider those nonverbal channels are likely to render the communication among the team
members less ef®cient than it would be in reality.

Additional disadvantages of existing VE-based solutions are complex user inter-
faces, e.g., in Second  ife, that require the user to learn ®rst how to use the simulator,
before actually being able to participate in simulations [3]. Complex menus or a list of
keystrokesmake it dif®cult to operate the VE and the user constantly has to translate a
desired action or gesture into a correspondingmousemovement or the push of a button.
Speci®cally camera control can pose a problem, especially for users that are not familiar
with computer games.

In this paper, we describe the design and implementation of an inexpensive VE for
training collaborative tasks, speci®callymedical tasks. "e then propose an extension of
the VE by camera-based head tracking to increase the 5communication bandwidth6 and
the ease of use. This extension does not require a complex and expensive special camera
/ any customer-level webcam is suf®cient.

Head trackingmeasures the position and the orientation of the user's head relative
to the camera and the screen. The rotational tracking information can be used to control
the head rotation of the user's avatar. That way, other users in the VE can see rotational
headmovement identical to themovement actually performed physically by the user,
like nodding, shaking, or rolling of the head (see Figure 1).

The translational tracking information can be used to control the view 5into6 the VE.
This so called Head Coupled 7erspective (HC7) enables intuitive control, like peeking
around corners bymoving the head sideways, or %ooming in by simply moving the head
closer to themonitor (see Figure 3). The use of head tracking information has therefore
the potential to simplify the usage of a VE by replacing non-intuitivemanual view control
by intuitive motion-based view control. Thismakes it unnecessary for the user to learn
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 i!ure #. Screenshots demonstrating how the view of the VE can be controlled by simple headmovement.
The participant intuitivelymoves the head sideways to see the hidden disc.

additional key strokes, or joystick8mousemovements. Especially inmedical applications,
this method has the advantage of freeing the hands of the user, enabling the use of other
simulated instruments or tools, e.g., an endoscope.

At the end of this paper, we also present a summary of the user studies we have
conducted, demonstrating the bene®ts of camera-based avatar control for VEs.

". $et%ods and $ateria&s

"e used a modi®ed game engine for the implementation of our VE after conducting an
extensive evaluation of possible platforms that facilitatemulti-user simulation scenarios
with a reasonable realism for interaction with simulated physical objects [9]. For this, we
performed a requirement analysis and identi®ed themost important features of suitable
engines to be stability, availability, 4exibility, proper documentation, networking ability,
and advanced physical simulation capabilities. "e surveyed 3;< game engines based on
these requirements and developed some VE prototypes. As a result, we chose the Source
Engine [1<], which ful®ls all of the above, provides a good level of realism, a physics
engine that allows collaborativemanipulation of simulated objects (e.g., surgical instru-
ments), and readily providesmechanisms for creating a simulation server that several
clients can connect to.

This game engine was extended by softwaremodules that receive the input of a
webcam andmeasure the user's head position and orientation relative to themonitor (see
Figure &). A design goal was to keep thesemodules completely separate from the game
engine so that they can easily be utili%ed by other VEs and simulation engines. Also,
the datamodel produced by the head trackingmodule is 4exible and requires only little
bandwidth when being transmitted to the simulation server. The tracking data sent to the
game engine is processed in two ways:

First, the translational information is used to control the view of the virtual environ-
ment on the screen in real-time. "hen the usermoves sideways, the view alsomoves
sideways, giving amore realistic &D impression of the scene on the screen. Furthermore,
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 i!ure '. The functional blocks of the simulation framework. Blocksmarked with a thick border have been
developed speci®cally for this project.

moving closer to the screen allows for 5%ooming in6 on objects, e.g., to inspect them in
more detail (see Figure 3). Using a combination of thesemovements, the user can look
at or around objects in an intuitive way by using physical head movement as in real life.
Furthermore, this controlmechanism, called head-coupled perspective (HC7), frees up
the hands which can then be used to, e.g., control simulated surgical instruments like
endoscopes.

"e conducted user studies tomeasure the effect and usability of HC7 for controlling
the view of a VE, comparingmanual control by keyboard andmouse with HC7 [=]. The
results are presented in the next section.

Second, the rotational information of the tracking data is used by the game engine to
control the head rotation of the user's avatar (see Figure 1). This rotation data is transmit-
ted over the network to all clients that are connected to the simulation server, allowing
all other users of the training scenario to see each others' headmovement in real-time.

This rotational information replicated on all clients opens up an additional channel
for nonverbal communication cues. Verbalmessages like con®rmation or rejection can
now be emphasi%ed by nodding or shaking of the head. Furthermore, this data, together
with all interactions,movements, and verbal communication, can be recorded on the
simulation server and analy%ed during the teamwork debrie®ng phase.

An additional advantage of camera-based avatar control is that the user does not need
to be aware of those nonverbal communication cues in order to, e.g., trigger any avatar
animationsmanually. VEs which usemanual command input for avatar control, e.g., by
menus or keyboard shortcuts, force the user to constantly be aware of his or her nonverbal
expressions. This puts additional workload on the user, distracting from the task at hand.
Alternatively, if the user does not use this functionality because of the increased cognitive
load, the avatars in the training scenario remain sterile and emotionless.
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 i!ure (. View of the Virtual Environment running our simpli®ed surgical teamwork training scenario.

Our camera-tracking framework also allows for the inclusion of eye ga%e and facial
expressions, addingmore communication channels to the simulation. Even with rela-
tively inexpensive webcams, it is possible to track the point that the user is looking at on
the screen. This can be projected into the VE, calculating the point and the object that the
user is looking at and in turnmodifying the avatar's eye ga%e to look at the same point.
This enables other participants to get a better idea of what the other team colleagues are
looking at. This also includes eye contact in face-to-face conversations, where a slight
shift in the ga%emight signali%e full attention to the speaker or distractionby something
going on in the background.

Facial expressions can also bemapped onto the avatars, communicating smiling,
frowning, raised eyebrows, and other emotions and expressions.

To analy%e the effect of adding head rotation to the VE on users and their teamwork,
we conducted a study with 3= participants working on a teamwork task with and without
the use of camera-based head tracking [;] (See Figure *). The results of this study are
also summari%ed in the next section.

#. )esu&ts

The experimental data and user feedback from our ®rst study, focusing on HC7, lead to
the following results, documented in full detail in [=]:

� Users were able to control their view of the VE with the same precision using
HC7 compared tomanual control bymouse and keyboard.

� Using HC7, it took the participants slightly longer on average to perform viewing
tasks compared tomanual control. However, participants with little or no experi-
ence with computer games were signi®cantly faster than withmanual control.

� The participants stated that HC7 wasmore intuitive to use thanmanual control
and improved their &D perception of the VE and their feeling of immersion.

The results of our study about the effect of camera-controlled avatars and H7C on
a teamwork training scenario can be summari%ed as follows (see paper [$] formore
details):
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� Avatars with tracking-based headmovement are perceived asmore natural than
avatars without tracking-based headmovement.

� Avatars with tracking-based headmovement facilitate a communication that is
perceived asmore natural than with avatars without tracking-based headmove-
ment.

"e could not measure a signi®cant in4uence of the camera-based head tracking on the
teamwork performance. This wasmost probably due to learning effectsmasking the
effect of the tracking as discussed in the paper.

'. *onc&usions and +iscussion

In this paper, we have addressed a shortcoming of current VE-based teamwork simula-
tors, the lack of nonverbal communication channels, by utili%ing inexpensive consumer-
level hardware and an extension to the simulation framework to create an intuitive and
non-obtrusive way of adding nonverbal communication. In addition, the extension allows
the user to easily navigate and control their view of the VE without using anymouse or
keyboard control. The participants of both of our studies perceived an improvement in
the usability and naturalness of the VE and an improvement of the quality of communi-
cation, but did not experience anymajor negative limitations imposed upon them by the
tracking technology.

Not all possibilities of this new technology have been explored yet. For our second
user study, the head rotation was simply mapped onto the avatars without any further
semantic analysis. One future extension will be to calculate the actual target of the user's
head direction on the screen and to use that information to transform the tracking data
so that the user's avatar looks at the same target in the VE. An additional level of re-
alism would be introduced by eye tracking and a similar transformation of the avatar's
ga%e. Body gestures can be included by using advanced consumer-level hardware like
the Microsoft Kinect. An extension of our framework by automatic recognition of facial
expressions is also possible. "e expect that the inclusion of one ormore of the above
communication channels can further increase at least the perceived naturalness and ease
of use / if not more.
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